Assignment 2 Applied Mathematics

# -Mohit Vaishnav

# Google Page Rank Algorithm:

PageRank is one of the methods Google uses to determine a page’s relevance or importance. Google models the algorithm in the link structure in the form of directed graph where the nodes are webpages and the links from one webpage to another form the edges which also shows the direction of movement. A ***Hyperlink Matrix*** is created which is represented with the weighted links in turns showing the likelihood that a link from webpage *j* is selected from *i*. Here a specific situation also occurs, known as a ***Dangling Node*** which does not link to other nodes. To tackle the situation of dangling nodes there are various options. One amongst them is using the probability distribution vector “*w*” which is a non-negative with summation as 1. Now the resulting matrix is a combination of *H* and the column vector multiplied with “*w*”. For example, “*w”* will have all the entries as *1/N* if there are in total of *N + 1* node into the system. Now to model the overall behavior of the system, Google forms a matrix using some damping factor (mostly accepted to be 0.85 but still very less is known in literature) less than 1. A uniform “***personalization vector***” which is a row probability distribution is used in the G which sometimes leads to “***Link Spamming***”. This is the practiced by search engine optimization experts who add more and more links in their clients webpage to increase the ranking. So it becomes one of the reasons for not disclosing much about the ***damping factor*** *a*. Hence the matrix *G* has all the elements <=1 whose summation is 1, so it is also known as “***Row Stochastic Matrix or Markov Matrix***”. This leads to λ = 1 as one of the solution also known as dominant eigenvalue of G and the other λ = π as the dominant left eigenvector.

To find the page rank score of the matrix which has billions of rows and columns, power method is used where the *G* is decomposed using the eigenvalues and eigenvector. To compute the score of the page rank, repeated computation of *G* is required using the page rank vector which at some stage reaches the stability condition and the system is known to be converged. Using the definition of G and calculating the value of matrix, we require only one matrix vector multiplication i.e. *H* which is in itself is usually a sparse matrix. Power of convergence of the matrix is given by the ratio of the highest to lowest of the eigenvalues.

Google also has a pagerank display feature which is an indication of the page rank. It ranges from 0 (lowest) to 10 (highest). Google is yet to disclose more about this *toolbar feature* but it is possibly based on a logarithmic score.

# Eigenvalue problem solution:

Eigenvalue and the corresponding eigenvectors are calculated for the G matrix which is written in the form of

V-1

Where,

Ʌ =

πk = Gπk-1

πk = Gkπ0

πk = VɅkV-1π0

Because of the λ< 1, for very high value of k, system has only one eigenvalue- ignoring other values which tends to 0.

Let the matrix be:

A =

H =

This is a Markov matrix and λ = 1.

Let the vector π0 = all values as 1/5 = 0.2

π1 =

π2 = Hπ1 =

.

.

π9 = Hπ8 =

This satisfies the criteria (computed using MATlab) and hence represents the PageRank of 5 webpages.

It is easily checked that ![P\pi= \pi](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAAMCAQAAAB2Uw0tAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAADsAAAAMANfaBWsAAAD7SURBVDjLvdPhTQJBEAXgbw0FbLCDswOiHZwdUAMlQAlGOzhbuBKODhQ70Ba4DsYfwEVwLyYQ3Pmzm8y8N/vmTQqQKisLvIIpVvHleieGsNUM98Y2XC9uDvSpknVDN52c6ut9dqBVYz28HvAfImt9HgnehqCyOVLnDOlLGIXJytodadCYyZ5lS5V8zhxLGJMfk52mJW7xFB+QZlbRp9pb9Omu5OzUygUJu3gZMsoY+44WQjXabQ66S5x7inGw1KN+dE/vo0d1kYVOMCaDj9fl/DT3zhjt3yKPYOy9FuYj8mzUIQizsyX+hUHW+BQ6i0JBPqyVbld6BmkB4xvzzGtj5mNLhAAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMTEtMTlUMDU6MjI6NDgrMDk6MDAOEpB0AAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTExLTE5VDA1OjIyOjQ4KzA5OjAwf08oyAAAAABJRU5ErkJggg==). If we consider the ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAQAAADrXgSlAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAAYAAAAMAG8+ERgAAABXSURBVAjXTcxBEcIwFEXRQxVEAxKi4eMgGiqhXmoBJKAFDcHBY5OZcndnc0WE4RMWuhG3uNr8F8rwjqA5wtSD0nSJdXN6XZhqQZmhtA0PT/R8hbvTrsUPoBYqXx0pf2oAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTExLTEzVDEyOjE4OjMwKzA5OjAwrTd8wAAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0xMS0xM1QxMjoxODozMCswOTowMNxqxHwAAAAASUVORK5CYII=)-th coordinate of the vector ![\pi^t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAPCAQAAABHeoekAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAABAAAAAPAJGco10AAACTSURBVBjTfc9RDcJAEEXRU4KACRJWQrFQHFRDJeABCdVCJYAENFTC8LENCdB253Pfu3NH2hpFmw62303BDmEW6bhebjoXDM203R+Mac/h7M6Og5eSRD3n+fU3V8WkVySjVrgJV0UshNGgS7Qi6fSpav2s+uQjuW8HnlXsP3CApvcAZeXc2tctuHaF0ITICUxOv4A3n9iPjvGp+m4AAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTExLTE5VDA1OjIyOjQ2KzA5OjAwXi3rKQAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0xMS0xOVQwNToyMjo0NiswOTowMC9wU5UAAAAASUVORK5CYII=) as the probability of being on page ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAQAAADrXgSlAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAAYAAAAMAG8+ERgAAABXSURBVAjXTcxBEcIwFEXRQxVEAxKi4eMgGiqhXmoBJKAFDcHBY5OZcndnc0WE4RMWuhG3uNr8F8rwjqA5wtSD0nSJdXN6XZhqQZmhtA0PT/R8hbvTrsUPoBYqXx0pf2oAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTExLTEzVDEyOjE4OjMwKzA5OjAwrTd8wAAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0xMS0xM1QxMjoxODozMCswOTowMNxqxHwAAAAASUVORK5CYII=) at a given time ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAICAQAAACFMc0DAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAAsAAAAIALfMx8IAAABxSURBVAjXLcxhDYJQAAbAgwRkgAZIBGlAhhfBCm42gAiOBtrAzQbawEmDzx9yAa6Kquh8LIrN6JwnNCa9OEUobhG1IavBlgvobFDnjtHVX+8BInxNERrRRgitaPb5FaaocfTOBg5WtNTozPs8a6pi4QdMAS4g7NDyyQAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMTEtMTNUMTM6MzE6NDgrMDk6MDDt8nAwAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTExLTEzVDEzOjMxOjQ4KzA5OjAwnK/IjAAAAABJRU5ErkJggg==), and hence ![\pi^t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAPCAQAAABHeoekAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAABAAAAAPAJGco10AAACTSURBVBjTfc9RDcJAEEXRU4KACRJWQrFQHFRDJeABCdVCJYAENFTC8LENCdB253Pfu3NH2hpFmw62303BDmEW6bhebjoXDM203R+Mac/h7M6Og5eSRD3n+fU3V8WkVySjVrgJV0UshNGgS7Qi6fSpav2s+uQjuW8HnlXsP3CApvcAZeXc2tctuHaF0ITICUxOv4A3n9iPjvGp+m4AAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTExLTE5VDA1OjIyOjQ2KzA5OjAwXi3rKQAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0xMS0xOVQwNToyMjo0NiswOTowMC9wU5UAAAAASUVORK5CYII=) as the probability distribution of pages at time ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAICAQAAACFMc0DAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAAsAAAAIALfMx8IAAABxSURBVAjXLcxhDYJQAAbAgwRkgAZIBGlAhhfBCm42gAiOBtrAzQbawEmDzx9yAa6Kquh8LIrN6JwnNCa9OEUobhG1IavBlgvobFDnjtHVX+8BInxNERrRRgitaPb5FaaocfTOBg5WtNTozPs8a6pi4QdMAS4g7NDyyQAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMTEtMTNUMTM6MzE6NDgrMDk6MDDt8nAwAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTExLTEzVDEzOjMxOjQ4KzA5OjAwnK/IjAAAAABJRU5ErkJggg==), then it is also the probability distribution at time ![n+1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAANCAQAAABxluRjAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAACgAAAANAEuDRB8AAADVSURBVDjLrdPvTQJBEAXw3xgKuFjC0sFJCdABkQ6uBFsw0AHYgdIBlKCUcB2IdDB+4OKfKAl4vvmys7N5efNeVvqPUmyUlAbORkztsv3lvjbDWAWXqLhTn5xV8ji9Ol/heRgQjaFXK42Difvc9SKMyt6zF3JBMDfpQ3hllGsjh1yAoUPPlXOLiceur22+P4inLj2KWey786YT8BMpeTP9yKr0TjmKyhbcarONaT8PGWvz6NyNNcofeK6/Eg4tu26pisbqMq4oMbfEQ8yjvuSnNKc9/Kx3jqy9VUGuRh0AAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTExLTE5VDA1OjIyOjI3KzA5OjAwPjXpGgAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0xMS0xOVQwNToyMjoyNyswOTowME9oUaYAAAAASUVORK5CYII=). For this reason, the vector ![\pi](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAICAQAAACFMc0DAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAAsAAAAIALfMx8IAAABhSURBVAjXXctRDcJAFETRUxS8IGElrIZKqBY8IKFaqAQqoRqQMHyUJYSZj0lu7gjNLj99hbDqyl25aSqCrsJsCes4jFlVePzjPcIx8AWmxRM0I6dr/lz7155KZQOb6ym/AQCUN4ZMLjnVAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxMS0xMS0xOVQwNToyMjo0NCswOTowMMmy+gAAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTEtMTEtMTlUMDU6MjI6NDQrMDk6MDC470K8AAAAAElFTkSuQmCC) is called the *stationary distribution*. This stationary distribution allows to order the pages. In our example, we order the pages as ![B](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAQAAAD4iURRAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAA4AAAAMAINtk3UAAACTSURBVBjTbc1bccNADIXhbzsF4AmDLoSUwoZCyyAQ7AkEU2kgeKk0ELploD7Ut8lYetDlSOdPAVI2+MAXOMmGqGJN38a174W8SVk4r1MRyiZexc7lroUXS1zUpU2j7J0Uy6KpJnQ+1RjgmHg3hXBMLELZmDsi8lzn26bffU7aavtEHLX/6TV1RgW39IOTzsNb/MIfpGBmqlbXZOUAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTExLTEzVDEyOjE4OjM4KzA5OjAwntgypwAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0xMS0xM1QxMjoxODozOCswOTowMO+FihsAAAAASUVORK5CYII=), ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAQAAAATvv9SAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAA0AAAAMAAX54dsAAACJSURBVBjTbZDBDYMwDEWfqw5gwQaMwAx0g0rdICN0BcQubMAMGYFsUKkb/B4CKA3YBx+evv1kRN1EXIgzeCN6IW78lTkt0AE1IjBeIhuY9QXaCpnjSkDKqVLguc2FKMT9yPS87AH7pSK1ZwQTKuQtaD6OfsB807ABL0QT0OTNC2LNHxBMrIhI+AELMUUxiMwpDAAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMTEtMTJUMTE6NDA6MDQrMDk6MDCm1U7ZAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTExLTEyVDExOjQwOjA0KzA5OjAw14j2ZQAAAABJRU5ErkJggg==), ![C](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAQAAAD4iURRAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAA4AAAAMAINtk3UAAACeSURBVBjTbdDRTcNQDIXh70YMEDFC2CASG3SEzMAI7QwdoStQNugKdIQwQrgbHB5uUihgP/hIv49lu8QWZXDwaFHJoUyqrOlkNq66dxb9w+q6WvK0zUgtF2Oa09mnPr7T6BjCTrz8RGEwNniRe3RrCXH9H3alx7tfUQboUtU/aGq1w6vdHRoN+Wg3CbPjbYnJftOlva/sPVvMeFtd+ALn7mOdUk3OIAAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMTEtMTNUMTI6MTg6NDArMDk6MDCn8nXZAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTExLTEzVDEyOjE4OjQwKzA5OjAw1q/NZQAAAABJRU5ErkJggg==), ![E](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAQAAAD4iURRAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAA4AAAAMAINtk3UAAACZSURBVBjTVdBbdQJBDAbgLxwEtBZWwhwkjAQ0UAdFQyUsFhYHYIFKqISlDsIDw0ybPOTy5/InkSCKDwecPGVSHWVXaf4TfdpvW6UoWAz5tm56UMkrRAWrnzHm4ta8Pnx07og5lrj77blWXaSaksPTNoqNWzZv32wdYN/4gpQB3n39A+dOKIo3l3FiLG4QJkfV5Gxtj9uR7/AAr3hdflTByI4AAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTExLTEzVDEyOjE4OjE2KzA5OjAwjMJOhwAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0xMS0xM1QxMjoxODoxNiswOTowMP2f9jsAAAAASUVORK5CYII=), ![D](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMCAQAAAAXSy9vAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAA8AAAAMAEgxQNAAAACVSURBVBjTZZBdEcIwEIS/MAjIICE4CBaCA7BQHFANlRAsgBOmOGgtBAfbB2h+YO/lbr672Z0zAsA4ejrgBsAOS68XoFwkYu49wqtgHOJULUfGGncIq595w6ojs960cgUHHg06AHPtHFQHHZmy95+zQ1wLvjM2t5FJFJwYKhhI+IxbZzom3KffGstAAC7m/H3oU/s1/gJgNnLqGb80RAAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMTEtMTNUMTI6MTg6MTcrMDk6MDAqtUUzAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTExLTEzVDEyOjE4OjE3KzA5OjAwW+j9jwAAAABJRU5ErkJggg==), and we declare ![B](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAQAAAD4iURRAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAA4AAAAMAINtk3UAAACTSURBVBjTbc1bccNADIXhbzsF4AmDLoSUwoZCyyAQ7AkEU2kgeKk0ELploD7Ut8lYetDlSOdPAVI2+MAXOMmGqGJN38a174W8SVk4r1MRyiZexc7lroUXS1zUpU2j7J0Uy6KpJnQ+1RjgmHg3hXBMLELZmDsi8lzn26bffU7aavtEHLX/6TV1RgW39IOTzsNb/MIfpGBmqlbXZOUAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTExLTEzVDEyOjE4OjM4KzA5OjAwntgypwAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0xMS0xM1QxMjoxODozOCswOTowMO+FihsAAAAASUVORK5CYII=) the most important page.

# MATlab Code to Compute the PageRank.

N = input('Enter the number of webpages: ')

for(i = 1:N)

for(j = 1:N)

j

i

A(j,i) = input('Enter the values for i column: ')

end

H(:,i) = A(:,i)/(sum(A(:,i)));

v(1,i) = 1/N;

end

%Solving Dangling Node Fix:

T(1:N, 1:N) = 1/N;

a = input('Enter the damping factor value: ')

G = a\*A + (1-a)\*T;

iter=input('Enter the number of iterations: ');

while(i<iter)

v2 = G\*v;

v = v2;

i = i + 1;

end

printf('PageRank for the matrix is: ')

v

# Problem 2:

In a town called Computer Vision Village, the local newspaper The Computer Visionist has determined that a citizen who purchases a copy of their paper one day has 70% chance of buying the following day’s edition. They have also determined that a person who does not purchase a copy of The Computer Visionist one day has 20% chance of purchasing it the next day. Records show that of the 1000 citizens of Computer Vision Village, exactly 750 purchased a copy of the newspaper on Day 0. To determine the appropriate amount of papers to press each day, the owner of The Computer Visionist, Mr Marr Rosenfeld, is interested the following types of questions:

1. If a person purchased a paper today, how likely is he to purchase a paper on Day 2? Day 3? Day n?
2. What sales figures can The Computer Visionist expect on Day 2? Day 3? Day n?
3. Will the sales figures fluctuate a great deal from day to day, or are they likely to become stable eventually?

**Answer**:

Let

g1 be the group who buys the paper

g2 be the group who do not buys the paper.

The above problem can be represented in the Markov matrix as:

g1 1 = 0.7g01 + .2g02

g1 2 = 0.3g01 + .8g02

G1 =

M =

G0 =

G1 = MG0

G2 = MG1 = M2G0

.

.

Gk = MGk-1 = MkG0

To calculate the value of Mk we have to use diagonalization of matrix which is computed using the eigenvalues and eigenvector calculation.

Eigenvalues and Eigenvectors of this matrix are:

λ = 1

v1 =

And

λ = 0.5

v2 =

Hence,

V =

V-1 =

Ʌ =

Mk = VɅk V-1

=

=

Likelihood of purchasing on day 2, i.e. k =2

M2 =

Sales on day 2,

M2G0 =

=

Likelihood of purchasing on day 2, i.e. k =3

M3 =

Sales on day 2,

M3G0 =

=

Likelihood of purchasing on day n, i.e. k =n

Mn =

Sales on day n,

MnG0 =

As k 🡪 sales are likely to become stable as we can see from the above equation and they tends to 400 people buying the magazine and rest not purchasing it. With very large value of k, eigenvalue will become almost negligible and eventually have no effect on the stability of the system. Thereby the system reaches to stability.